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Abstract. Online Reputation Systems would help mitigate the infor-
mation asymmetry between clients and providers in Cloud Computing
Markets. However, those systems raise two main drawbacks: the dis-
agreement for assuming the cost of ownership of such services and their
vulnerability to reputation attacks from dishonest parties that want to
increase their reputation. This paper faces both problems by describing
a decentralized model that would not need from the intervention of a
central entity for managing it. This model includes mechanisms for al-
lowing participants to avoid such dishonest behaviour from other peers:
each client statistically analyses the external reports about providers and
accordingly weights them in the overall trust calculation. The validity of
the model is demonstrated through experiments for several use cases.

1 Introduction

Online reputation systems help mitigate the information asymmetry between
clients and providers in commerce markets. With the popularization of the World
Wide Web, sites such as eBay [1] allow their users to submit and consult informa-
tion about quality of products or the trustworthiness of both buyers and sellers.
Such reputation systems enforce the confidence between parties and boost the
number of commercial transactions.

This model has been also ported to Utility Computing Markets [14]. In Utility
Computing Markets, both resource users and providers are autonomous agents
that negotiate the terms of the Quality of Service (QoS) and the price that the
client will pay to the provider for hosting their tasks or services in the resources.
When the negotiation is finished, the terms of the contract are established in
a Service Level Agreement (SLA). The most successful implementation of the
Utility Computing paradigm is Cloud Computing, thanks to features of virtual-
ization such as isolation of Virtual Machines (VMs), secure access to VMs with
administrative privileges, or on-demand variation of the allocated resources.

Cloud Providers could not fulfil always the agreed QoS by several reasons,
such as high load of resources, poor admission control, or dishonest behaviour.
We suggest a reputation system to help clients choosing a provider and allow
avoiding the providers with low QoS.



Traditional web reputation systems are based on reports from humans. This
service can be part of a site (e.g. eBay reputation) or an independent site. They
have clear business models: they increase the trust level to boost the economic
transactions; also the service provider may get paid by advertisement. The in-
comes from the business model will amortize the cost of providing the service.

However, the aforementioned business model is not directly portable to Cloud
Computing markets because the users and the providers of the resources are au-
tonomous agents that are not able neither to communicate nor understand the
human language; in addition, they are not a target for advertising campaigns
and the Reputation Service Provider cannot make business from advertising.
This raises two issues: (i) opinions about Cloud providers must be modelled
for allowing their automatic processing; (ii) if there is no business model for a
reputation service, nobody will provide it. There is many related work about
modelling a reputation service (see section 2), but the need of making it eco-
nomically feasible must be faced.

Reputation systems are vulnerable to reputation attacks [6]: dishonest com-
panies can send biased opinions to increase their reputation or to decrease the
reputation of their competitors. Such behaviour can be mitigated in traditional
reputation systems by moderating the opinions. In addition, most users would
be smart enough for discarding the dishonest reports. None of these methods
can be applied to a decentralised, automatised agent-based reputation system.

Considering the aforementioned, these are our contributions:

– Description of a reputation model that applies to Cloud Computing business
model and is easily implementable in a decentralized Peer-to-Peer (P2P)
network. The cost of providing such service is not assumed by any central
organisation; it is proportionally assumed by all the actors in the system.

– Statistical analysis for allowing market participants to detect dishonest be-
haviours from other peers that want to bias the true reputation of a provider.

– Validation of the model through experiments for several use cases.
– Discussion about the implementability of Reputation Systems in real Cloud

Computing Markets.

The rest of the paper is structured as follows: after the presentation of the
related work, section 3 describes the mathematical model created for describing
the reputation of Cloud Computing providers. After the experimental validation
of the model (section 4), section 5 discusses the requirements for implementing
such system in a real Cloud market. At the end, we expose the conclusions and
our future research lines.

2 Related Work

Our previous work [9] showed the importance of the reputation for a provider.
To maintain a high reputation is a key factor for maximizing the revenue of
providers in Utility Computing Markets. We introduced a centralised proof-
of-concept reputation architecture that relied in simple reputation models and



ideal market conditions. This paper intends to be a step beyond: we add multiple
reputation terms and a decentralized architecture which is robust to dishonest
market actors.

This paper adopts some ideas from Azzedin et al. [4] and Alnemr et al. [3]: we
differentiate between direct and reputation trust; we consider multiple provider
facets to evaluate our trust methods; we also consider the trust factor to a
recommender. Despite Azzedin et al. provide a reputation model, they do not
detail how that would be implemented. This paper provides a pure mathematical
model that is easily implementable for its computation. We detail and discuss
some practical issues for implementing it in real platforms.

Rana et al. [15] monitor reputation from three points of view: Trusted Third
Party, Trusted Module at Service Provider, and Model at Client Site. They
introduce the figure of a trusted mediator to solve conflicts between parties. Our
main objection is the difficulty to find some company or institution that is willing
to host and maintain the trusted mediator, because the business model is not
clear. In consequence, our paper suggest a purely P2P reputation mechanism.

This paper adopts various facets from the model of Xiong et al. [18] for
ensuring the credibility of a feedback from a peer: number of transactions and
transaction context. We agree with the necessity of a community-context factor
for incentive peers for reporting true feedbacks. This paper differs from the
work of Xiong et al. because we are focusing the particularities of current Cloud
Computing markets: multiple SLOs, providers that are not integrated with the
reputation system, and trust relations that are classified two types: trust on
peers (for consultancy) and trust on providers (for commercial exchange).

Yu et al. [19] define a model in which reputation propagates through net-
works. They define a trust propagation operator that defines how trust propa-
gates from a source peer (who reports the trust) to a destination peer in multiple
steps. Unlike our paper, their model assumes the same trust both for service pro-
vision and trust report, and they do not update the trust on peers in function
of the honesty of their reports.

The need of avoiding dishonest opinions in reputation systems is firstly raised
by Kerr et al. [6]. In their work, the show several reputation attacks to allow
dishonest peers to increase their revenue. They argue that the notion of ‘se-
curity by obscurity’ does not prevent attackers from cheating successfully. Our
paper shows a method for protecting honest clients from dishonest peers that is
complementary to other existing security mechanisms.

3 Description of the reputation model

3.1 Previous definitions

Let
−→
U = (u1, u2, . . . , un) and

−→
V = (v1, v2, . . . , vn) be two vectors that contain

n elements. The Element-wise Product is defined as
−→
U �

−→
V = (u1v1, . . . , unvn)

and the Element-wise Division is defined as
−→
U �
−→
V = (u1/v1, u2/v2, . . . , un/vn).

Let CP = {cp1, cp2, . . . , cpm} be the set of m Cloud Providers that are
competing in a market to sell their resources to the clients.



Let C = {c1, c2, . . . , cn} be the set of n clients that want to host their services
or tasks in the set CP of Cloud providers. Each client cx is communicated to a
set of peers, represented by the set Px = {px1 , px2 , . . . , pxr}, formed by r peers of
client cx. Each peer is also a client (Px ⊆ C). The peer-direct communication
between clients is established by means of Peer-to-Peer (P2P) networks [5].

When clients try to buy resources to host their services or applications, they
send offers to the providers for starting a negotiation. Each provider owns a set of
N physical machines. Each physical machine can host several VMs that execute
single tasks, such as Web Services or Batch Jobs. The SLA of a task is described

as SLA = {
−→
S ,∆t, Price}, in which

−→
S = (s1, . . . , sk) are the Service Level

Objectives (SLOs) that describe the amount of resources or the QoS terms to be
purchased by the client. Each s∗ term represents the number of CPUs, Memory,
Disk, network bandwidth, and so on. ∆t is the time period during which the
task will be allocated in the VM. Price is the amount of money that the client

will pay to the provider for provisioning
−→
S at ∆t.

Because this paper is about trust and not about revenue management, for
simplification purposes this paper does not consider the direct economic penalties
derived from the violation of the SLA terms. The details of revenue management
by considering revenue and penalty functions can be referred in our previous
work [10,8,11,13].

Both Cloud clients and providers are entities that have a degree of trust
between them as individuals. The degree of trust can be expressed in multiple
terms, represented as a Trust Vector: a client trusts a provider in multiple facets,

related to the different terms of
−→
S (e.g. a Cloud provider could provide resources

that are suitable for CPU-intensive applications but unstable in terms of network

connection). Let
−→
T (A,B) = (t1, . . . , tk) be the Trust Vector from the entity A

to the entity B. This is, how much A trusts B. Both A and B belong to CP or
C.
−→
T (A,B) = ω1

−→
D(A,B) + ω2

−→
R (B); this is, the overall trust from A to B has

two components:
−→
D(A,B) is the direct trust from A to B, which is built based

on previous experiences between A and B;
−→
R (B) is the reputation trust, which

is calculated by asking the set of peers of entity A about their experiences with
B (see section 3.2, equation 2) . In plain words, the direct trust is what A directly
knows about B and the reputation trust is what the others say about B. ω1 and
ω2 are used to weight how much importance the client assign to each of the

terms, and may vary in function of each particular client. All the terms of
−→
T ,−→

D and
−→
R are real numbers between 0 (no trust) and 1 (maximum trust).

Because trust and reputation have many terms, a provider could deserve
high trust when considering some SLOs and low trust when considering oth-
ers. This does not have to be detrimental to a given client. For example, a
provider that deserves high trust only in terms of CPU could not be suitable
for many applications such as web services or databases, but could be suitable
for some CPU-intensive scientific applications. Some types of workloads can be
allocated in such providers with a high degree of trustworthiness. This raises



a question: which incentive would clients have for allocating their workloads in
such providers? Would it not be better to allocate them in providers whose trust

level is high in all the terms of
−→
T (A,B)? The response would be affirmative if

there were not economic incentives at client side. Previous work from the authors
[10,8,11] shown the economic benefit for both clients and providers of dynam-
ically negotiating the prices in function of many factors, such as offer/demand
ratio, allocated resources or QoS, and how those prices could vary in function
of the reputation of the provider [9]. If a provider is able to guarantee the QoS
requirements of a client at lower prices, the client will have incentive to allocate
there its workloads; even if the provider has low reputation in factors that are
not important for the client.

Considering the aforementioned, each client cx has its own Trust Ponder Vec-

tor
−→
I (cx), which weights each of the SLOs of

−→
T (A,B) in function of the impor-

tance the client assigns to each of them. The Element-Wise product
−→
T (cx, cpy)�

−→
I (cx) returns a vector that scores how trustworthy is the provider py in function
of three facets: the reputation of cpy, the direct trust from cx to cpy and the

QoS needs of cx. All the terms of
−→
I are real numbers between 0 and 1.

Let Score(SLA, cx, cpy) be a function that scores the suitability of the provider
cpy in function of the SLA and the trust from client cx to provider cpy. For each
SLA negotiation, the client will choose the provider whose Score is the highest.

The definition of Scorexy may vary depending on the client policies and nego-
tiation strategies. For evaluating the validity of the model, the clients evaluated
in this paper score the providers according to equation 1. In this equation, the
scores are always negative. The nearer to 0 the better score. The client divides
the calculated trust from cx to cpy by the Trust Ponder Vector (element-wise di-
vision), and the negative of the magnitude of the resulting vector gives a scoring
that shows how trustworthy is a provider for the preferences of cx (in positive it
would be the lower the better, that is why the result is multiplied by -1). This
score is divided by the price: the client would accept sending tasks to providers
to which the trust is lower if the price they establish is low enough.

Score(SLA, cx, cpy) = −

∥∥∥−→T (cx, cpy)�
−→
I (cx)

∥∥∥
Price

(1)

The scoring function in equation 1 will incentive providers to keep its maxi-
mum trust level and, if not possible, to lower prices.

3.2 Dishonest behaviour towards the reputation model

A Cloud Provider could not provide the amount of resources that previously
agreed with a given client. This fact can be caused by technical failures [17],
errors in the calculation of the number of resources to provide [8,11], or dishonest
behaviour. The reputation model described in this section is intended to alert
the market participants when a provider is not fulfilling its agreed SLAs.

However, dishonest providers could enable fake clients to perform collusion:
to report false or dishonest feedback for (1) increasing artificially the reputation



of a provider; or (2) decreasing artificially the reputation of other providers from
the competition. Since our reputation model is decentralized and unmanaged,
the clients need a model for preventing false reports from dishonest peers.

Let T (cx, py) be a single-term trust relation from a client cx ∈ C to one of
its peers py ∈ Px. Let P z

x = {pz1, . . . , pzs} ⊆ Px the subset of s peers of cx that
have any direct trust relation to provider cpz (this is, they can report previous
experiences to cpz), the Reputation Trust from cx to cpz is calculated as:

−→
R (cx, cpz) =

S∑
y=1

(
T (cx, p

z
y) ·
−→
D(pzy, cpz)

)
�

S∑
y=1

−→
T (cx, p

z
y) (2)

Equation 2 is calculated by asking the peers that have any direct relation
with cpz and pondering their reports by the direct trust from the client to its
peers. The report of a client to which there is high trust has more weight than
the report of a client to which there is low trust. The key issue is to establish
this trust relation between a client and its peers to avoid dishonest behaviours
and give more consideration to the accurate reports.

The trust relation between a client and its peers is continuously updated in
base to the next assumption: most peers are honest and, when asked, they report
their true validation to the provider. Related work considers many incentives to
peers for reporting honestly [20,7]. Our contribution is complimentary to them,
since we deal with the minimization of the impact of the dishonest reports.

Assuming the aforementioned, the trust from a client to each of its peers is
calculated according to algorithm 1:

begin
The average values and the variances of all the reports from the peers

of the P z
x set are stored, respectively, in

−→
A and

−→
Σ2 = (σ2

1 , . . . , σ
2
s);

foreach pzy in P z
x do

−→
F ←

−→
A −

−→
D(pzy, cpz) = (a1 − d1, . . . , as − ds);

foreach |an − dn| in
−→
F do

if |an − dn| > α · σ2
n then

Decrease T (cx, py);
else

Increase T (cx, py);
end

end

end

end
Algorithm 1: Updating trust from cx to all its peers

To detect potentially bad reputations, algorithm 1 checks which peers re-
ported a trust which is far from the other reports for the same provider. We
stress potentially because, by any reason, a honest peer could have been pro-
vided with bad QoS while the others do not: because a punctual failure, or
because the provider starts to underprovision QoS by an outage or because it
starts to behave dishonestly when its reputation is high enough. These cases



must not penalise too much the client that starts reporting different than the
others. Only repetitive reports that are different would decrease considerably
the reputation of a client.

There are two parts of algorithm 1 that will depend on the client policies.
α multiplies the variance of the trust reports, and indicates how tolerant is the
client with the concrete reports that are far from the average. The lower α, the
lower tolerance. The other part that depends on the client policy is the function
to increase or decrease the trust on a peer. In this paper we have used a piecewise-
defined function that multiplies T (cx, py) in function of how far the trust report
from the average. If there is no difference from a report to the average of all the
other reports, the trust relation is multiplied by MAX REWARD > 1. The
trust relation is not affected when |an−dn| = α ·σ2

n, and if |an−dn| > α ·σ2
n, the

trust relation is multiplied to a minimum of MAX PENALTY < 1. Instead of
the simplicity of f(x), it is proven as effective in the evaluation (section 4).

Figure 1 shows that the slope of the linear function that penalizes the trust
is less pronounced than the slope of the linear function that rewards the trust.
In addition, MAX PENALTY+MAX REWARD

2 < 1. The reasons are two: (1) the
imbalance between MAX PENALTY and MAX REWARD will difficult that
dishonest peers recover easily their trust; and (2) honest peers that, by any
reason, punctually report values near α · σ2

n are not penalized with severity.
Previous experimentations demonstrated that not dividing the function in pieces
with different slopes would entail too much instability in the trust updating, and
honest peers would lose their trust without solid reasons.

When the trust to a peer reaches 0, it is definitely expelled from the trust
ring of the client, and its trust cannot be recovered any more.

Fig. 1: Function to multiply the trust to a given peer, based on its previous report

3.3 Considering reputation at SLA negotiation stage

As proven in previous work [9], low reputation lead to decrease the revenue
of a Grid Provider: the lower trust the less currency will the clients pay for a



service. In other words, if two providers offer the same QoS at equal prices, the
client will choose the provider whose reputation is the highest. By this reason,
a provider needs to adjust its price to its real reputation due to the effects of
market competition. Our previous work showed how prices may be dynamically
decided in function of many facets, such as number of resources, QoS, client
relationship and market status [8,10,11,12,13]. This paper also defends the need
of considering reputation as an additional facet when the provider negotiates
a SLA with the client. There are two reasons: adjusting the revenue to the
reputation will allow providers to maximize their benefit when reputation is high
and sell its resources when reputation is low; the other reason is that selling the
resources when reputation is low will allow provider recover its reputation.

Pricing in function of the trust involves two key issues that must be solved:
Calculating the trust from a given client. As seen in section 3.1, the trust from

a client to a provider depends on three factors: the direct trust, the reputation as
reported by all peers, the Trust Ponder Vector, and the weights that a particular
client assigns to both direct trust and reputation. Direct Trust and Reputation
can be approximated statistically, but the Trust Ponder Vector and the weights
are completely private parameters that depend on the preferences of the client.

Defining a pricing function. Each provider must decide what are the pro-
portion and distribution that trust would influence the prices. It is difficult to
model because it depends on the emergent behaviour of all the market clients.
Our previous work demonstrated that Genetic Algorithms [12] are suitable for
this type of problems, because they rapidly adapt the pricing function to a chang-
ing/unknown environment. However, for simplification purposes, this simulation
in this paper uses linear correlations between reputation and price [9].

4 Experiments

This section validates the model in section 3 by means of a custom Market Re-
putation Simulator [2]. In the simulation, clients look for resources for allocating
their tasks in the providers that fit their QoS requirements. The experiments
consider three SLOs: CPU, disk and network bandwidth. Therefore the Trust
Vector and the Trust Ponder Vector is formed by 3 terms. Each experiment is a
succession of market iterations. Each market iteration performs the next steps
for all the clients in the market:

1. The client sends an offer to the providers. The offer specifies the QoS re-
quirements and the time slot. The providers that have enough resources to
handle it return a price.

2. The client asks its peers for the reputation of the providers that returned a
price.

3. The client scores all the providers according to equation 1. It reaches an
agreement with the provider whose score is the highest.

4. The client updates its trust to its peers according to equation 2. When the
task is executed, it also updated its direct trust relation to the provider in
function of the actual QoS.



The simulations rely on some constant values of which functionality is not to
reflect real market data, but to evaluate the model in terms of relative results and
tendencies: the honest providers whose resources work normally provide around
97% of the agreed QoS; at the beginning of the experiments, all providers and
clients have an initial direct trust of 0.5. Other constant values are described in
their respective experiments.

4.1 Basic Provider-side reputation

In the first experiment, five providers are competing in a market during 100 sim-
ulation steps. Four providers are honest and a provider is behaving dishonestly:
it only provides the 60% of the QoS that it has previously agreed with the client.
In addition, one of the honest providers suffers an outage [17] in its network at
step 33. In consequence, it is providing the 50% of its network capacity until
step 67.

Figure 2 shows the average trust from the clients to the providers. All the
elements of the trust vectors are shown separately, but grouped the next way:
the trust terms corresponding to the SLOs of the dishonest provider are shown
as crosses; the trust element corresponding to the network of the provider that
suffers the outage is a continuous line; the trusts for the rest of SLOs are shown as
points. Figure 2 shows that the dishonest provider has a reputation proportional
to the percentage of agreed QoS that is providing. The market also quickly
notices that one of the providers is starting to provide a bad QoS in network
and, after a quick decrease of the reputation, it slowly converges to 0.5, which
corresponds to the percentage of QoS that is providing due to the outage. When
the provider solves its network problems, its reputation increases fast, until it
converges to the average reputation of the other SLOs.

4.2 Client-side reputation

This section evaluates the trust relations between peers in the scenario of the
previous section. In that experiment, the market demand is formed by 24 clients
that negotiate with the providers for allocating the workloads in the cloud re-
sources. Before starting a negotiation with a provider, a client ask its peers for
the reputation of the provider, then weight it with its direct trust (if any) and

multiply it by the Trust Ponder Vector
−→
I (cx). When the provider returns a

price for a requested amount of resources, the client evaluates it in function of
the price and the pondered trust.

When the client calculates the reputation of a provider, it tries to detect the
dishonest peers as explained in section 1: it decreases or increases its trust to
each peer in function of what they report. This paper does not intend to set the
optimum values for MAX REWARD and MAX PENALTY constants (figure
1), so we have set MAX REWARD = 1.05 and MAX PENALTY = 0.8 as
intuitive values for showing the tendencies. Different values would make the trust
to peers evolve quicker or slower.



Fig. 2: Evaluation of reputation of providers

In the experiment, the dishonest provider infiltrated two peers that report
trust values near 1 for the dishonest provider (while its real reputation is 0.5) and
the 50% of the actual trust for the other providers. Figure 3 shows that, as initial
state, all the peers of a given client have a trust of 0.5. The first dishonest client
is reporting false trust values from the beginning, so it is quickly expelled from
the list of peers (when it reaches trust 0). The trust to all the other providers
is increased, including the second dishonest peer, whose strategy is to increase
its reputation for increasing the influence of its false trust reports in the future.
When the second dishonest client starts cheating at step 50, the client detects
it and progressively decreases its reputation until reaching 0 value at step 59.

4.3 Effectiveness of Scoring function for allocating tasks

To evaluate the effectiveness of equation 1 as rule for selecting a suitable provider
while saving money, four providers are competing in a market for selling CPU,
Disk and Network Bandwidth as SLOs: the first provider has the maximum
reputation in all the SLOs; the second, third and fourth provider have the max-
imum reputation in all the SLOs but in CPU, Disk and Network, respectively.
32 clients want to submit their workloads to the providers, so they score them in
function of the trust, the Ponder Vector, and the price they ask. The 32 clients
are divided in four groups depending on which necessities they have respecting
the trust to each SLO (see table 1). Values of table would correspond to differ-
ent types of workloads, for example: applications with a balanced resource usage



Fig. 3: Evaluation of trust to peers

Group
−→
I (cx) = (icpu, idisk, inetwork)

1 (1, 1, 1)
2 (1, 0.3, 0.3)
3 (0.2, 0.8, 0.6)
4 (0.6, 0.3, 1)

Table 1: Values of the Trust Ponder Vector for each group of clients

(group 1), CPU-intensive applications that do neither intensively use disk nor
network (group 2), Database applications with intensive disk and network usage
(group 3) or some kind of web services that intensively use CPU and Network
but not disk (group 4). The values of table 1 do not reflect any real measure
of workloads. Their purpose is to be varied to see how the scoring function of
equation 1 behaves.

In the first few iterations of the experiment, the tasks are allocated in the
different providers pseudo-randomly. When the reputation of each provider is
near to their true QoS, the next allocation of tasks is measured:

– All tasks from group 1 are placed in the provider with maximum QoS in all
the SLOs. QoS is critical for this group and they are not willing to allocate
their tasks in other providers despite the lower prices.



– All tasks from group 2 are placed at ∼50% in provider with low network
reputation and ∼50% in provider with low disk reputation. Only CPU is
critical for this group.

– All tasks from group 3 are placed in providers with low CPU reputation,
because other SLOs have high importance.

– All tasks from group 4 are placed in provider with low disk reputation,
because disk is the SLOs with the lowest importance.

The measured results tend to round numbers (e.g. 100% of tasks are allocated
in the same provider when the system becomes stable) because of the experiment
is repeated in a controlled simulation environment. A real market would add
some statistical noise to the results.

5 Discussion: implementing the model in a real market

This paper demonstrates the validity of the reputation model from an experi-
mental point of view. Since this paper is focused on the definition of the model,
some implementation details are not considered from a formal view. This section
wants to argue the implementability of the model, and what are the conditions
for allowing the reputation model being feasible from the trust and economic
side. Summarizing, we identify the next requirements:

– It is required to specify a communication protocol about trust information
exchange for all the peers in the same network.

– A digitally-signed proof of purchase must be provided by peers that report
their trust to a provider. The proof of purchase could be the agreed SLA,
digitally signed by both client and provider. In consequence, a trustworthy
Cloud Market requires certification authorities and identity management.

– Precisely quantify the SLAs to measure whether the provider is allocating all
the resources to fulfil them. Some resources, such as CPU cycles, are difficult
to measure accurately from a client side. We suggest negotiating in terms
of high-level metrics (e.g. web-services throughput) and then translate such
high-level metrics to low-level metrics by means of SLA decomposition [16].

The cost of implementing our trust model is not carried out by any cen-
tralised component, but it is shared by all the peers. The cost for each peer, in
terms of memory space and extra calculations, is the next: let s the number of
SLOs in a SLA; let r be the number of peers of a client; let m be the number
of Cloud Providers. According to the model of section 3.1, the complexity of
calculating the trust of all the providers is O(s ·m · r). According to algorithm
1, the complexity of updating the trust from a client to all its peers is O(r · s).

In terms of space complexity, a client needs to store a O(m · s) map with all
the direct trust values to all the providers, and another O(r) map with all the
direct trust values to its peers.

The incentive-compatibility property of the mechanism must also be dis-
cussed. We suggest Cloud providers to penalize dishonest peers by increasing



the price of their resources for such type of peers. This has two positive effects
on the market: peers are encouraged to report the true valuation of the service
providers, and providers get an economic compensation for possible reputation
attacks, as if it were an assurance.

6 Conclusions and Future work

This paper describes a reputation model that faces some open issues in the
state of the art. First, we propose a P2P architecture for dealing with the cost of
provision of centralized reputation services, which may be a good architecture for
other markets but not for Cloud Computing. Second, we define a mathematical
model for calculating the trust relationship from a client to a provider. This
model also defines trust relations between peers and updates them in function to
statistical analysis for detecting the trustworthiness of their reports. The validity
of the model is demonstrated through exhaustive experiments in three use cases:
calculation of the trust in a scenario with a dishonest provider and a provider
that suffers an outage; calculation of the trust between peers in a scenario with
dishonest clients that report false data about providers; usage of the model for
the economic benefit of the clients in function of their requirements.

This paper opens a wide range of future work lines: the model can be used
also by providers to improve their business models. By evaluating trust, they
can analyse the economic consequences of their resource management policies
(for example, to calculate the impact in reputation of cancelling a task from a
given client [11,13]). The trust information may also be used for allowing more
accurate negotiations with clients. This requires opening another research line:
how to statistically poll and evaluate the reputation of a provider in the market
for reducing the uncertainty.

Another future work line is to improve the model at trust level for avoiding
other types of reputation attacks, such as coordinated attacks or whitewashing
(reporting well on small transactions for acquiring high reputation and then
attack for high price contracts, and then disappear).
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